2025 Fall Introduction to ODE

Homework 7 (Due Nov 3 12:00, 2025)
YW /B = KK B12202004
November 9, 2025

Exercise 1. Let A(t) and B(t) be defined as

—a 0 0 0
A(t>_(0 sinlogtJrcoslogt—Za)’ B(t)—<efat 0), t>0,

where 1 < 2a < 1+ e~ ™. Is the system & = [A(t) + B(t)]x unstable? Prove or disprove your
answer.

Solution 1.

Steps:

1. State the definition for a solution to be (Lyapunov) unstable.

2. Analyze the system & = [A(t) + B(t)]z and find its solution.

3. Find a lower bound for the solution for some specific initial condition and time sequence.

4. Show the sequence grows without bound, and conclude the zero solution is not Lyapunov
stable.
Method:

1. A system is said to be unstable if there exists an € > 0 such that for any J > 0, there exists
an initial condition x(tg) with |z(¢p)] < § and a time ¢ > to such that |z(t)| > e.

2. The matrix A(t) + B(t) is lower-triangular, so we may directly solve for x;(t):

T =[A(t)+ Bt)]x = (eigt sin(logt) + c?)s(log t) — 2a> (2) )

First, we have &1 = —axy, which gives the solution 1 (t) = z1(0)e~**. Then substitute into
the second equation:

iy = 21(0)e”* + [sin(log t) + cos(logt) — 2a] 5.
= iy — (sinlogt + coslogt — 2a) zo = x1(0)e™ .

This is a first-order linear ODE, so we can use the integrating factor method. The integrating
factor is given by

u(t) = exp <— / [sin(logt) + cos(logt) — 2a] dt) — oatgsin(logt)

where we used % (tsinlogt) = sinlogt + coslogt. Then, we have

t t
xz(t) _ 1 / ds (1’1(0)6_88in10g5) — xl(o)et(sinlogt—Qa)/ ds e—ssinlogs.
u(t) Jo 0
Since we only have to find one solution, we set x2(0) = 0 for our following discussion.
Let t, = e2™%3  then sin logt, = sin (27m + g) = 1. Similarly, let t, = the ™ =
e*™~% so that sinlogt, = sin(2rn— %) = —1. For each n € N and £ € (0,1), by

continuity of snie function, there exists § > 0 such that sinx < —1 4 £ whenever ¢ €
[27m -5 =962t -3+ 5]. Therefore, sinlogs < —1 + & whenever f,e % < s < £,e%.



3. Let S, = [e{"”, 65"76], then we have sinlogs < —1 + £ for all s € S,,. Thus,

efssinlogs > 68(175)7 s€S,.

t o .
— / ds efssmlogs > / ds 6.9(175) > En (66 _ 676) e(l—g)tne s > 0’ t> et”+6.
0 S.

n

Evaluate z5(t) at t,, gives

l'g(tn) > zl(O)et"(kQa)fn (66 _ 676) 6(175)£n876

= 21(0) (e‘s - 6_6) tne_”et"[(172“”(1*5)6_"6_6].

4. We have 1 < 2a < 1+4+e ™, 80 1—2a+e ™ > 0. Consider the function f(£,6) = (1 —
2a) + (1 — £)e~™e™?, by assumption f(0,0) > 0. Since f is continuous, there exists a disk
of radius C about (0,0) such that f (E, 5) > 0 for all £, in the disk. Thus, we can choose
€ €(0,¢) and 6 = min{¢’,0}, where ¢’ is the bound given earlier by the continuity of sine.
Then t, [(1 —2a) 4 (1 — &)e e %] > 0, and x5(t) — 0o as n — oo. Moreover, since x1(0) is
bounded, the norm ||z(t)|| — oo as t — oco.

Exercise 2. Consider the ODE system
i = AWz + (¢, ), (1)

where A(t) € R™"™ and f: R"™! — R™ is continous and satisfies |f(t,z)| < C(¢)|z|, for t € R and
x € R™. Here, C(t) is a continous function satisfying
t+1
C(s)ds<v, t=5,
t

for some constant v = «(8) > 0. Suppose the ODE system & = A(t)x is uniformly asymptotically
stable with respect to the zero solution. Prove that there is a constant r > 0 such that the zero
solution of [I] is uniformly asymptotically stable if r > ~.

Solution 2.
Steps:

1. State the definition of being uniformly asymptotically stable with respect to the zero solution.

2. Show the Duhamel property.
3. Bound the solution z(t) using Gronwall’s inequality to prove the claim.

Method:

1. A system is said to be uniformly asymptotically stable with respect to the zero solution if for
every € > 0, there exists a 0 > 0 such that for any initial condition |z(tp)| < d, the solution
x(t) satisfies |z(t)| < ¢ for all ¢t > .

2. We first prove a proposition.

Proposition 1 (Duhamel’s property). Let z(t) be the solution to the non-homogeneous
system & = A(t)x + f(¢,x), t > tg. Then, the solution can be expressed as

z(t) = D (¢, t)z(to) —I—/t ds®(t, s)f(s,z(s)),

where ®(t,t9) = X ()X (to) ! is the state transition matrix of & = A(t)z.



Proof. Let y(t) = ®(to,t)z(t). Then we have ®(to,t)X (t) = X (to), so
(0:®(t0,1)) X (t) + P(to,t) (0, X (t)) = 0.

— 9,B(to, 1) = —B(to, 1) (DX (1)) X(£)~L = —B(to, 1) A(t).

Thus, we have
y(t) = @(to, 1) (& — A(t)w) = B(to, 1) f(t, x(t)).

Integrating from ¢y to ¢, we get

mw:Mmrggdﬂﬁsvwwwnzéwxn&@—ﬂmw:[dwwm@ﬂad@»

= a(t) = ®(t, to) {x(to)ﬂL/t ds@(tow)f(s,x(S))} =<I>(t7to)m(to)+/t ds @(t, 5) f (s, 2(s)),

since ®(t, to)P(tg, s) = P(t, s) by the semigroup property. O

. For a linear timeOvarying system, uniform asymptotic stability of the zero solution is equiva-
lent to uniform exponential stability. Thus, there exist positive constants K and r such that
the state transition matrix ®(t,tg) satisfies

(¢, to)|| < Ke@U=to) ¢ > ¢,

Using the Duhamel property, we have

nwmswwmmmwyfmmmﬁ@mmH

to

t
< Ke D atg)] + [ ds Ke T IC() ()|

to

Let u(t) = e"||(t)]|, then

[u@®)] < K

ez (to)]| —|—/t dsC’(s)e”Hx(s)H} =K {u(to)—i—/ dsC(s)u(s)}.

Then
u(t) < Ku(ty) + K/ ds C(s)u(s) < Ku(tg) exp </ ds C(s)) .

We can bound the term in the exponential using the assumption on C(t):

t
lz()]l < Kem 71|z (to) || exp (/ dsC(s)> < K)ot (¢ |
to
= KeYe  r=E=10) |2 (¢)].

Since r > v, we have ||z(t)|| — 0 as t — co. More precisely, for any £ > 0, let § = e e,
then
|z(t)| = KeYem T ||x(tg)|| < Ke'd =&

whenever ||z(to)|| < §. Thus, the zero solution of the system is uniformly asymptotically
stable.



